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Introduction

Proportional, integral, and derivative (PID) controllers are mostly used in the process industry because of their simplicity, robustness and successful practical applications. Since three adjustable parameters of PID controller must be tuned according to process dynamics, process identification step is inevitable.

Many on-line process identification methods for continuous systems have been proposed to tune the PID controller. Generally they can be classified into two categories of relay feedback and proportional(P) control identification methods according to the types of test signal generators. These methods contributed much to obtain more accurate model to tune the PID controller. However, both methods require a special test signal generator and can be applied only when the initial state is steady state.

Kyung Joo Chung et al.(1999) proposed a direct estimation of SOPTD model which can solve drawbacks of the previous methods. However, this method also has a weak point such as iterative calculation.. 

To overcome shortcomings of the previous methods, we propose a estimation method of SOPTD model parameters for the automatic design of the PID controller. This method can utilize any types of test signal generator, remove initial value effect and does not need an iterative calculations. Even though the proposed method doesn’t need any complicated numerical technique, it provides better modeling accuracy than previous methods in the simulation. Also, the autotuned PID controller based on the obtained model gives much better control performances than those of previous methods.

Theoretical Development of Proposed Method
Let’s consider a second order plus time delay model.
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Here, Note that there is one nonlinear term, e-s with respect to s. If we convert this term to a linear one, we can apply the linear least squares method to obtain parameters of this model. Since most of previous method treat this nonlinear term as high order polynomial, a model of the process must be reduced to tune PID controllers. Different from the previous approaches, we linearize it in terms of s by Taylor series expansion at zero frequency. 
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By substituting e-s of equation (1) by equation (2) and applying inverse Laplace transformation, the following linear differential equation of the process model is obtained.
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Here, the objective of the identification is to estimate the values of 
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Apply double integration to both sides of the above equation (3).
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Here, 
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 represent a single and a double integral operator respectively.
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In the equation (4), y(t) and all integrated values can be calculated by the measured process input and output with the numerical integration for several ti ’s. But we recognize that equation (4) has terms related with initial states(t=0). Since initial states of the system can be actually nonzero, we should know these values to estimate the process parameters. However, the derivative of the process output (y’(0)) is too sensitive to noise and disturbance to calculate numerically. Therefore, this term should be removed by an adequate operation. To perform this work, we introduce the following transformation.
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where 
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 is a weighting function. As discussed above, we use this transformation to remove one term of (4) related with the initial state. A weighting function satisfying the following condition (8) can achieve this aim.
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Since initial terms to be cancelled are composed of a constant and a ramp function, the transformation satisfying (8) can cancel the initial terms. When we apply the transformation (8) to (4), we obtain the following result. 
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From (9), we can estimate all parameters of the process model. In this paper, we recommend the following cosine function as the weighting function. Of course, any weighting functions satisfying (8) can be used, but we recommend it, since it has the characteristic that amplifies the desired frequency information.
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where i is the frequency of the cosine and we must choose time t as multiples of the period of cosine as follows to satisfy the condition (8).
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where n is an integer and i’s are located with an equal interval between  and max.  and max determine the minimum and maximum frequency mainly considered. Note that a large n means long identification time though it can amplify the corresponding frequency plentifully. On the other hand, a small n has an opposite effect. With considering this trade-off relation, we recommend 3 as n.

Note that the defined transformation amplifies the signal of the frequency i and filters out other frequency signals. So, the portion of the signal corresponding to the frequency i is mainly considered.

Simulation Results

Consider the following process (13) to demonstrate the performance of proposed identification method.
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Figure 1 and 2 show the process and controller output, identification results, respectively. From figure 2, it is obvious that the proposed method provides a good modeling accuracy. Figure 3 shows the control performances of autotuned PID controllers based on the obtained model and the relay feedback identification method(Åström,K.J. and Hägglund(1984)). 

Here, to obtain the controller parameters, we used ITAE tuning rule proposed by Sung et al.(1996) for set point tracking and input disturbance rejection process. As shown in the figure3, the PID controller tuned by the proposed method shows better control performances than the one tuned by the Z-N tuning rule based on the relay feedback identification method. 

Conclusion

We proposed a method for estimation SOPTD model parameters using only process input/output to overcome the disadvantages of the previous identification methods. It doesn’t demand a specific test signal generator, so arbitrary test signal generator can be used. Though this method is simple and doesn’t require any complicated numerical techniques, it shows good modeling performance and good control performance for both the set point change and disturbance change process.
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Figure 1. Process and controller output by a relay feedback
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Figure 2. Bode plots of the identified model and the actual process

       (a)                         
    (b)

Figure 3. Control results of the proposed control strategy and the Ziegler-Nichols method

(a) set point change, (b) disturbance rejection
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