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The nead to identify a few inportant variables that affect a cartain outcone of interest cormmonly arises in
all research areas. Moreover it is conveniant to reduce the nunber of involved features in order to reduce
the comlexity, using feature sdection nmethods as powerful tools in analysis of hich dimensional nessive
data, which plays nore inportant role when the nunber of vanables (o) far excesds the nunber of
obsarvations (), which mekes the traditional statistical methods infeasible for data analysis.

This paper presents conparison of variables sdection nethods such as LARS, Lasso, GA and aso
traditional methods such as forward and stepwise salection, in a soil carbonate detenmination case study on
FTHR and XDR data as high dinensional datasets, to extract important variables and predict soil carbonate
using SVM The results show high ahility of LARS and Lasso in extracting effective variables on carbonate
determination and the least prediction error was obtained by applying subset by LARS.
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